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ABSTRACT: We report a new mechanism that limits the rate of electron beam
induced etching (EBIE). Typically, the etch rate is assumed to scale directly with
the precursor adsorbate dissociation rate. Here, we show that this is a special
case, and that the rate can instead be limited by the concentration of active sites
at the surface. Novel etch kinetics are expected if surface sites are activated
during EBIE, and observed experimentally using the electron sensitive material
ultra nanocrystalline diamond (UNCD). In practice, etch kinetics are of interest
because they affect resolution, throughput, proximity effects, and the topography
of nanostructures and nanostructured devices fabricated by EBIE.
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■ INTRODUCTION

Gas-mediated electron beam induced etching (EBIE)1−3 is a
direct write nanolithography technique used to modify surfaces
at nano- and microscales. EBIE proceeds through chemical
reactions induced by electron irradiation of a solid substrate
exposed to a precursor gas. Surface-adsorbed precursor
molecules such as H2O are dissociated by electrons, generating
fragments (e.g., O* and OH*)4 that react with a substrate (e.g.,
C) to produce volatile species (e.g., CO and CO2) that desorb
and are removed by a pumping system, thus giving rise to
localized chemical dry etching in the vicinity of an electron
beam (see Figure 1). Precursors, such as XeF2, Cl2, ClF3, NH3,
O2, and H2O, can be used to etch a wide range of materials
including graphene, carbon nanotubes, amorphous carbon,5−12

diamond,13−15 and a variety of metals, semiconductors, and
insulators.1−3 Nanometer resolution is attainable3 and ∼4 nm
has been demonstrated in H2O-mediated EBIE of carbon
nanowires on electrically insulating, bulk quartz substrates.5

The technique is analogous to gas-assisted focused ion beam
(FIB) milling.3,16 However, EBIE is a chemical process that
does not involve sputtering or ion implantation.
EBIE resolution and the time-evolution of structures

fabricated by EBIE are affected by the electron flux profile at
the substrate surface, and by the precursor adsorbate supply
and dissociation rates.2,11,17 The flux profile is defined by the
diameter and shape of the electron beam, and the spatial
distribution of electrons emitted from the substrate. It governs
EBIE resolution in the limit of zero depletion (i.e., in the so-
called “reaction rate limited” etch regime) where the etch rate
scales linearly with electron flux. However, adsorbate depletion
makes the etch rate sublinear with electron flux, which in turn

serves to alter (usually decrease) resolution because the etch
efficiency decreases with increasing electron flux, which
typically decreases with distance away from the electron
beam axis. Consequently, much effort has gone into the
development of simulators for predictive modeling of EBIE and
the related technique of gas-mediated electron beam induced
deposition (EBID).1−3,17−22 The models come in a number of
varieties, but all are based on assumptions contained in rate
equations of the form
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where a and α signify surface-adsorbed precursor molecules
(e.g., H2O) and fragments (e.g., O*), respectively, ∂Na/∂t is the
rate of change of concentration of precursor adsorbates at each
point on the surface, expressed as a sum of fluxes (m−2 s−1)
representing adsorption (Λ = sF(1−Θ)), desorption (k0Na),
electron induced dissociation (∂Nα/∂t) and diffusion
(Da∇2Na). N is number density at the surface, F is the gas
molecule flux incident onto the substrate, s is the sticking
coefficient, Θ is H2O surface coverage (Θ = AaNa, and is
typically limited to 1 ML by the Langmuir isotherm), Aa is the
area of a single surface site, k0 is the desorption rate, and Da is
the diffusion coefficient. The etch rate is given by:
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where f is electron flux, σα is the effective cross-section for the
generation of fragments that volatilize the substrate,23 zd is the
depth of an etch pit such as the one in Figure 1(e), ∂zd/∂t is the
vertical etch rate and Vγ is the volume of a single molecule (e.g.,
C) removed from the substrate in the etch reaction.
Equations 1−3, referred to from here on as “model 1”, are

representative of standard EBIE models,1−3,18,19 which are
based on the assumption that the etch rate is proportional to
the adsorbate dissociation rate (i.e., eqs 2 and 3). A
shortcoming of these models is that they neglect the possibility
that volatilization (i.e., etching) may occur only at sites that are
chemically “active”, such as defects, and that the active site
concentration may change during EBIE. This simplification is
clearly inappropriate for beam sensitive materials which are
altered by the electron beam used for EBIE.
Electron beam damage (or restructuring) is a common

phenomenon encountered in materials, such as carbon whose
defect structure and bond hybridization can be altered by
electron irradiation.24−31 It is well-known (from plasma and
thermal etching studies) that the bond hybridization32 and
defect structure33−35 of carbon affect the surface volatilization
efficiency. It is therefore reasonable to expect the EBIE
efficiency of such materials to change with time as an electron
beam creates surface defects during etching. To verify this
hypothesis, we generalize model 1 to account for active sites at
the surface, and dynamic surface site activation occurring

during EBIE (model 2). Subsequently, model 2 is adapted to
the specific case of site activation caused by electron beam
damage of the substrate (model 3), which is shown to be in
excellent agreement with EBIE experiments performed using
the electron sensitive material ultra nanocrystalline diamond
(UNCD).

■ METHODS AND MATERIALS
Modeling. Models 1−3 were implemented using numerical

methods described elsewhere.3,17 The parameters f and F were
measured directly, s was fixed at unity, k0 ≈ 1013 s−1,36 Ea = 0.48 eV, Vγ

≈ 5.70 Å3 (calculated using a density of 3.5 g/cm2), and the area of a
H2O molecule37 ≈ 14.8 Å2. All experiments were performed under
conditions where adsorbate depletion is negligible. The parameter D
was therefore set to zero.3,22 Calculated Na(t) profiles confirmed that
the extent of depletion was negligible (<1%) under all conditions used
in the present study (i.e., Na[t →∞]/Na[t = 0] ≈ 1). Hydrophilic and
hydrophobic surface were treated identically in the etch model since
adsorbate depletion was negligible in both cases (i.e., surface
hydrophobicity affects only the etching of the first monolayer of
UNCD).

Experimental Section. EBIE was performed at room temperature
using a FEI Nova NanoSEM variable pressure38 scanning electron
microscope (SEM) equipped with an environmental subchamber
described elsewhere.12 The substrates were 1.7 μm films of UNCD
grown on silicon by hot filament chemical vapor deposition (HFCVD)
at 953 K (grain size = 2−5 nm, average roughness = 10 nm).39

Samples were annealed in situ for six hours at 573 K under flowing
H2O vapor to desorb residual hydrocarbon adsorbates prior to
performing EBIE at 300 K using 13.6 Pa of H2O as the precursor gas.
Cylindrical etch pits were fabricated as a function of time using a 20
keV, 3.4 nA, stationary electron beam under-focused to a diameter of
∼1.9 μm to produce a top-hat flux profile18 (see Figure 1). Additional
pits were produced using a beam diameter of ∼2.0 μm, beam energies
of 5 and 10 keV and currents of 2.3 and 3.3 nA, respectively (Figure
4). All pits were imaged ex situ using the tapping mode of a Digital
Instruments Dimension 3100 atomic force microscope (AFM), and
analyzed using the software package Gwyddion.40 As-grown, H-
terminated UNCD was hydrophobic, with a water contact angle θc of
∼85°. Hydrophilic UNCD (θc ≈ 8°, measured in air after samples
were removed from the SEM) was produced by oxygen plasma
processing41,42 performed in situ43 for 2.5 h, using a XEI Scientific
Evactron installed on the SEM used for EBIE (RF power = 13 W, O2
pressure = 40 Pa). Error bars in Figures 2 and 4a account for
measurement uncertainty and are dominated by the effects of surface
roughness on AFM image analysis.

■ RESULTS AND DISCUSSION
Surface site activation. The case of active sites on a

passive surface can be incorporated in model 1 by multiplying
eq 2 by AsNs, where Ns and As are the concentration and area of
an active site, respectively
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If Ns changes with time, as in the case of cumulative radiation
damage occurring during EBIE, then
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where C is the surface site activation flux (m−2 s−1) and (1 −
AsNs) limits the concentration of active sites to one monolayer.
AsNs is the fraction of sites that are chemically active and can be
volatilized by the fragments α, and (1 − AsNs) is the
corresponding fraction of α which are generated by the
electron beam but do not contribute to etching. These

Figure 1. Simplified schematic of H2O-mediated electron beam
induced etching of carbon: (a) H2O adsorption and surface diffusion,
(b) generation of O* fragments by incident and emitted electrons, and
(c) etching caused by C volatilization by O* adsorbates. Also shown is
(d) a 2 μm wide electron beam with a top-hat flux profile and (e) an
AFM image of a pit etched in UNCD using a stationary top-hat beam
(diameter = 2 μm, depth (zd) = 175 ± 22 nm).
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fragments are assumed to leave the substrate through
desorption (e.g., O(a) → O(g), and O(a) + O(a) → O2(g)).
Consequently, σα is the true adsorbate dissociation cross-
section,23 rather than the “effective” reaction cross-section σa
used in eq 2, which can be redefined as

σ σ≡α A Na s s (6)

We note, however, that the above definition of an effective
cross-section is less meaningful than eq 4 since Ns can change
with time, whereas EBIE models are normally based on
scattering cross sections which depend only on the species of
the adsorbate a, and the substrate surface. Hence, we define
model 2 by eqs 1 and 3−5 and use eq 6 merely to illustrate a
shortcoming of standard EBIE models.
A consequence of eq 5 that is experimentally verifiable and

unique to model 2 is that the etch rate can increase with time
during EBIE. Below, we demonstrate such an increase by H2O-
mediated EBIE of the electron sensitive material UNCD. The
observed behavior can not be explained by standard EBIE
models. It reveals a novel EBIE regime that is rate limited by a
growing concentration of active sites and is distinct from the
electron flux and precursor mass transport limited re-
gimes1−3,18,44 documented in the literature.
Electron Beam Induced Etching of UNCD. Figure 2

shows plots of etch pit depth versus time measured from
hydrophobic and hydrophilic UNCD. The initial vertical etch
rate (∂zd/∂t) is negligible and increases in both cases over the
entire time scale (60 to 1440 s) probed by the experiments.
Figure 2a also shows a data point from an etch process that was

performed for 8 min, interrupted for 15 min and resumed for 7
min. The resulting depth is the same as that of an uninterrupted
15 min etch process, showing that the change in etch rate is not
reversible over the experimental time scale. The etch rate per
unit electron flux was the same in all cases and did not change
with small changes in beam diameter. From these results, we
can conclude that residual hydrocarbons,12,45,46 hydrophobicity,
variations in adsorbate concentration and beam heating are not
primary causes of the observed superlinear zd(t) profiles, and
that adsorbate depletion1−3,18 was negligible during EBIE (i.e.,
the rate was not limited by mass transport of precursor
molecules into the etched region of the substrate).
Conventional EBIE models (i.e., model 1) can not reproduce

the measured superlinear zd(t) profiles seen in Figure 2. The
models predict an initial decrease in Na that typically lasts
∼10−3 s,47 followed by constant, steady state etching over the
time scale of a typical etch pit fabrication process (∼101 to 103

s).48 That is, model 1 predicts zd(t) profiles such as the one
shown in Figure 2a, which are linear over the experimental time
scale, and have a slope given by σα.
The measured data are, however, qualitatively consistent with

model 2. This is illustrated in Figure 2 by curves obtained by
treating σa and C as fitting parameters which determine the
amplitude and curvature of the calculated zd(t) profiles. In both
cases (i.e., hydrophobic and hydrophilic UNCD), best fit was
obtained by setting σa to 2.8 Å2 and C/f to 6 × 10−7 (active
sites per electron injected into the substrate).
The etch behavior predicted by model 2 is in reasonable

agreement with experiment. However, the model is based on
the simplifying assumption that C does not change with time
during etching. This assumption is incorrect for the case of
damage produced by an electron beam because the electrons
have a maximum penetration range Re in the substrate (shown
in Figure 3), and defects are generated at different rates

throughout the electron-solid interaction volume. Hence, in the
following, we develop “model 3”, which accounts for both the
depth and the time dependence of the defect generation rate in
the UNCD substrate and for the fact that the etched surface
recedes during EBIE.

Generation of Chemically Active Defects during EBIE.
Electron induced defect generation is initiated through two
general mechanisms: (i) knock-on caused by momentum
transfer from electrons to nuclei, and (ii) bond breaking,

Figure 2. Etch pit depth (zd) versus time (t) measured from (a)
hydrophobic (○, beam diameter = 2 μm) and (b) hydrophilic (Δ,
beam diameter = 1.8 μm) UNCD. Also shown is a data point (red ×)
from a process that was interrupted for 15 min, and curves calculated
using models 1, 2, and 3 (σα = 0.2 Å2, σa = 2.8 Å2). The difference in
vertical etch rate between a and b is caused by the difference in
electron beam diameter (the etch rate per unit electron flux is the same
in both cases).

Figure 3. Electron energy deposition profile, ∂E/∂z, calculated for
UNCD using electron energies E0 of 5, 10, and 20 keV (Re =
maximum electron energy penetration range, ξ = ∂E/∂z in the limit [t
→ 0]) Inset: Schematic illustration of an etch pit and the coordinate
system used in model #3.
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ionization, and excitation caused by electron−electron
scattering.24−26,26−31,49 The latter dominate at low electron
energies (such as that used here), and the electron−electron
scattering rate is approximately proportional to the total
electron energy density,24,25,50,51 (∂E/∂V) (eV/m3), deposited
by the beam into each point (x,y,z) in the solid. However, in
the present case of a broad, top-hat, stationary electron beam
(Figure 1d), ∂E/∂V is approximately constant at each value of z
(i.e., across the etch pit, in the plane of the substrate surface).
We therefore ignore proximity effects at the etch pit periphery,
and approximate the energy deposition profile with ∂E/∂z, the
energy deposited into the substrate per unit distance per
electron (eV/m). The deposited energy varies with depth as
shown in Figure 3 for electron beam energies of 5, 10, and 20
keV, and is assumed to be independent of x and y within the
diameter of each etch pit (it was calculated for UNCD using
standard Monte Carlo models52,51 of electron-solid inter-
actions).
Hence, local defect generation at each point (x, y, z) within

the electron-solid interaction volume can be described by

∂
∂
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∂

−K
t

n
E
z

f V K(1 )s (7)

where K the local defect concentration (m−3) which is a
function of z and t, ∂K/∂t is defect generation flux (defects/m3/
s), and n is the number of defects generated per unit energy
deposited into the substrate (eV−1). That is, n(∂E/∂z) is the
number of defects generated in the solid per unit energy
deposited into the substrate, and Vs is the volume of a single
defect (and corresponds to As).
We can now complete model 3 by incorporating the

expression K(z,t) into model 2 by redefining Ns as
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where zγ is the thickness of one monolayer of the substrate
(and corresponds to Vγ in eqs 3 and 7). Figure 2 shows the best
fit to experiment obtained using model 3, defined by eqs 1, 3, 4,
7, and 8. The model input parameters were those used in model
2, the 20 keV ∂E/∂z profile shown in Figure 3, and the
coordinate system shown in the inset of Figure 3. The fitting
parameter n was set to 1.35 MeV−1 (i.e., 135 defects per 100
MeV deposited into the substrate). The resulting zd(t) profile is
in better agreement with experiment than model 2 because ∂E/
∂z increases with z throughout the maximum etch pit depth
probed by the experiments (i.e., 292 and 700 nm in the case of
hydrophobic and hydrophilic UNCD, as seen in Figure 2a and
b, respectively).53

We note that the value of σα used in model 1 is much lower
than that of σa used in models 2 and 323 (σα = 0.2 Å2 and σa =
2.8 Å2). This difference is expected since σα accounts only for
the dissociation of fragments that lead to etching, as defined by
eq 6.
To verify the validity of model 3, we performed an additional

experiment in which we analyzed the etch rate at a number of
electron beam energies, E0. Figure 3 shows (∂E/∂z) profiles
calculated for E0 = 20, 10, and 5 keV. The curves illustrate that,
at the surface [z→ 0], ∂E/∂z increases as E0 is reduced from 20
to 5 keV. Hence, based on model 3, the initial EBIE rate, ∂zd/
∂t, should scale accordingly since it is directly proportional to
((∂E/∂z) [z → 0]). To test this prediction, we measured the
etch onset time, te, which we defined as the minimum EBIE

time needed to detect a pit in AFM images of the substrate.
This comparison is appropriate because the initial experimental
etch rate was undetectable (over the intrinsic surface roughness
of the as-grown UNCD), implying that te is governed by Ns and
essentially independent of σa. Conversely, a quantitative
comparison of the etch rates, ∂zd/∂t, at 5, 10, and 20 keV is
confounded by the fact that the amplitude of the secondary
electron spectrum and hence the value of σa change with E0.

23

Figure 4a shows the experimental data obtained using
electron beam energies of 5 and 10 keV. The results are

expressed as the maximum depth detected in the AFM image of
each etch pit so as to show how the values compare to the
intrinsic surface roughness of the substrate (a sample AFM
image and line profile are shown in Figure 4b). The figure also
shows the etch onset times predicted for 5 and 10 keV using

ξ ξ=t E t( ) / Ee 0 20 20 0 (9)

where t20 is the experimental etch onset time at 20 keV
(obtained from the data shown in Figure 2), ξ20 is ((∂E/∂z) [t
→ 0]) at E0 = 20 keV, and ξE0 are the corresponding values at 5
and 10 keV (shown in Figure 3). The predicted etch onset
times are in good agreement with experiment, indicating that
the initial rate does indeed scale with the energy density
deposited into the near-surface region of the substrate, as
predicted by model 3.

Figure 4. (a) Maximum depth of pits in UNCD fabricated using 5 and
10 keV electron beams, plotted as a function of etch time. The dashed
horizontal line indicates the maximum depth measured in adjacent,
nonirradiated regions of UNCD, and serves as a measure of initial
surface roughness. Arrows labeled te show the etch onset times
predicted using model 3. Dashed arrows show the corresponding error
bars. (b) AFM line profile across a pit fabricated using a beam energy
of 5 keV and an etch time of 120 s. The solid and dashes lines show
the location of the etch pit and the substrate surface determined using
the minimum and average depths measured inside and near the etch
pit. Inset: AFM image and the position of the line scan used to
generate the plot in panel b.
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■ CONCLUSIONS
We have incorporated dynamic surface site activation and the
role of electron beam damage into models of EBIE rate kinetics.
The refined models yield higher order rate kinetics, predict a
new rate kinetics regime limited by the concentration of active
surface sites, Ns, and reduce to standard EBIE models when the
active site coverage approaches unity (i.e., AsNs → 1). The
refined models are in good agreement with experiments, which
indicate that EBIE of UNCD proceeds through an electron
restructuring pathway. Analogous restructuring effects likely
play a role in EBIE of other materials, and possibly account for
atypical dependencies of etch rate on time which have been
reported previously for a number of precursor-substrate
combinations.5,11,54 The results presented here have implica-
tions for the construction of predictive EBIE models, ultimate
resolution, and proximity effects inherent to EBIE.
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